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Course Outline  

Week Lecture Topic Assignment Dates 

1 Introduction  
Exploratory Data Analysis 

2 Regression Models 

3 The Perceptron Model Assignment 1 out 

4 Neural Networks  

5 Dimensionality Reduction Assignment 2 out 

6 Support Vector Machines 

7 Midterm 

8 Markov Models Assignment 3 out 

9 Reinforcement Learning 

10 Introduction to Deep Models Assignment 4 out 

11 Convolutional Networks 

12 Generative Models Assignment 5 out 

13 Recurrent Networks 

14 Finals start 
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Grading Scheme  

 

 

 

 

 

Evaluation Methods Weight Remarks 

Assignments and Reports 40% Best 4 out of 5, time allowing! 

Quizzes 10% Best 2 out of 3 

Midterm Exam 20% 

Final Exam 30% 15-20% of the final exam will cover pre-
midterm material  

 

ÅFAQs? 
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Textbook(s)  

Å Main Textbook  

ï Bishop , C. M. Pattern Recognition and Machine Learning .  

 

Å Occasionally we will refer to  

ï Stephen Marsland . Machine Learning: An Algorithmic Perspective.   

 

Å Deep learning ( After the midterm)  

ï Goodfellow , Ian, Yoshua  Bengio , and Aaron Courville . Deep 

learning . MIT press, 2016.  
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Today  

1. Machine learning defined  

2. ML as a function approximation  

3. The lifecycle of an ML algorithm  

4. Exploratory Data Analysis  

 

Reference  

Chapter 1 from Stephen Marsland . Machine Learning: An 

Algorithmic Perspective.   
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https://eng.uber.com/michelangelo/ 6 
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Predicting estimated time of delivery (ETD ) 
 

 

 

 

Å On the  Michelangelo  platform,  the  UberEATS  data  scientists  use 
gradient  boosted  decision  tree  regression  models  to  predict  this  end-
to-end  delivery  time . Features  for  the  model  include : 

 

Å information  from  the  request  (e.g., time  of day,  delivery  location),   

 

Å historical  features  (e.g. average meal  prep  time  for  the  last  seven days ), 

 

Å and  near -realtime  calculated  features  (e.g., average meal  prep  time  for  
the  last  one hour ). 

 

Models  are deployed  across  Uberõs data  centers  to  Michelangelo  model  
serving  containers  and  are invoked  via  network  requests  by the  UberEATS  
microservices . These predictions  are displayed  to customers  prior  to  
ordering  from  a restaurant  and  as their  meal  is being  prepared  and  
delivered . 
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1.Machines Learn from Data  

A set of methods  that  can  automatically  detect  patterns  in  

data,  and  then  use the  uncovered  patterns  for  decision  making  

under  uncertainty ;  such  as predicting  or  classifying  novel  

data . 
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Machines Learn by Example  

Å A classical algorithm is a procedure to  

solve a problem.  

 

Å A machine learning algorithm is a procedure to build a data 

structure that represent the problem solving function.  

 

Å Learning by example paradigm  

a machine learning algorithm produces  a data structure (engine) 

that captures the right algorithm to solve the problem.  
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2. ML as a function approximation  

Uncovering patterns in data is a characteristic of human 

intelligence  

. 

 

 

A B 

Place the shapes in the right box 
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Place the shapes in the right box  

ὴώ ὰὩὪὸ    ὼ ὦὰόὩ  
ὴὰὩὪὸ ᷊ ὦὰόὩ

ὴὦὰόὩ
 

ὴώ ὙὭὫὸ    ὼ ὦὰόὩ  
ὴὄ᷊ὦὰόὩ

ὴὦὰόὩ
 

} Compare 

Å ὴὦὰόὩȿὰὩὪὸ 

Å ὴὥὶὶέύȿὶὭὫὬὸ 

 
 

Å ὴὼ ὦὰόὩ  

Å ὴὼ ὥὶὶέύ  

Å ὴώ ὙὭὫὬὸ  

Å ὴώ ὰὩὪὸ  

 

Å Bayesõ Rule 

Ðὣ ÒÉÇÈÔ ȿ ὢ ώὩὰὰέύ
    ȿ ᶻ
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A probabilistic approach to ML  

Å Random Variables  

Å Explanatory variable(s), Response variable(s)  

ÅMarginal probability:  

for example Ð8 ÙÅÌÌÏ×  or Ð8 ÁÒÒÏ× 

 

Å Joint probability:  

For example Ð8 ÙÅÌÌÏ× ȟὣ ὶὭὫὬὸ 

 

Conditional probability : 

Ðὣ ÒÉÇÈÔ ȿ ὢ ώὩὰὰέύ
ȟ   
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A probabilistic approach to ML  

Å In this example: color, shape and possibly size are features of the 
sample dataset we observe.  

Å The box an object is allocated to is the target we aim to find 

 

Å There is a unknown function █╧ that maps a set of feature to a target  
◐ █●ȟ●ȟ●  

 

Å The aim of a machine learning algorithm is to approximate 

 Ὢὢ  is unknown.  

 

This is achieved via analyzing  known instances of X and the 
corresponding y known as the training set  

 

With the purpose of solving  future instances of the  

problem, where only the features are known but not the target.  
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3. The Lifecycle of an ML Algorithm  

Training Data Naïve engine 

Answer !  
ό ŎƭŀǎǎƛŦƛŎŀǘƛƻƴΣ CƻǊŜŎŀǎǘ Χύ 

A vector  
of features 

New Data 

Feature  
Extraction 

Training 

Apply to trained engine 
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The Machine Learning Guy/Lady  

The operator 
-feeds data into a 
ready-made  
engine 

 

The specialist 
-Selects engine 
-Modifies parameters 
- re-trains engine 

The expert 
-fine-tunes engine 
-Builds new engines 
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http:// www.wordstream.com/blog/ws/2017/07/28/machine-learning-applications 
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http://www.wordstream.com/blog/ws/2017/07/28/machine-learning-applications
http://www.wordstream.com/blog/ws/2017/07/28/machine-learning-applications
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Machine Learning in Enterprise Systems  
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ML Applications  

 

https:// gallery.cortanaintelligence.com/Experiment/Data-Mining-2016-Presidential-Campaign-Finance-Data-1 
https://aws.amazon.com/solutions/case-studies/upserve/  
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