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Abstract

Finite set constraint systems represent a natural choice to model combinatorial configuration problems involving set disjointness, covering or partitioning relations. However, for efficiency reasons, alternative formulations based on Finite Domain or 0-1 integer programming are often preferred even though they require much modelling effort. To offer a better trade-off “natural formulation”/efficiency we propose to improve the efficiency of set constraint solvers by introducing global reasoning on a class of finite set constraints. These are \(n\)-ary constraints like \(\text{atmost-1-in common}\), \(\text{distinct}\) upon sets of known cardinality. In this paper we show how the representation of sets within powersets specified as set intervals allows us to derive some global pruning based on mathematical and combinatorial analysis formulas. They improve greatly the filtering enforced by bound consistency methods, and allow to detect failure at early stages. Preliminary results are illustrated on the ternary Steiner and a generic distinct problems.

1 Introduction

Finite set constraints solvers have been embedded in quite a few CP languages (e.g. Conjunto[Ger97], Ilog solver, OZ[Mul98], CLPS) and shown their strengths in modelling combinatorial configuration problems like partitioning, covering and matching problems with a natural mathematical formulation\(^1\). Conjunto and its peers comprise the usual set operation symbols \((\cap, \cup, \setminus)\), the set cardinality relation \((\#)\) and the set inclusion relation \((\subseteq)\). For practical modelling reasons Conjunto provides a set of \(n\)-ary constraints like \(\text{all-disjoint}\), \(\text{all-union}\) which are syntactic abstractions for a collection of respectively binary and ternary constraints \((s_1 \cap s_2 = \emptyset, s_1 \cup s_2 = s_{12})\). Set variables range over set domains (sets of sets) specified by intervals whose lower and upper bounds are known sets, ordered by set inclusion. The constraint reasoning is based on local bound consistency techniques extended to handle set constraints [Ger97].

Clearly finite set constraints allow us to represent a combinatorial configuration problem without any abstraction from the mathematical specification.

\(^1\)We refer to configuration problems as the search for mappings of a set of objects into a finite abstract set that satisfies some given constraints.
This natural mapping from the specification to the model has several advantages among which: (1) easy to maintain and implement changes to the specification (addition/removal of constraints), (2) genericity of the model applicable to any problem instances, (3) conciseness of the model easily readable by a third programmer. However when tackling real world problems one is searching for the best trade-off between ease of modelling and solving efficiency. This can be achieved either by using alternative modelling approaches with good resolution algorithms or by keeping a set based model and searching for more effective filtering methods. Current solutions are based on the former benefiting from considerable amount of work on efficient filtering and search methods for FD models [BC94, Rég94], while this paper proposes solutions to the latter.

We propose a cost effective means to improve the pruning power of finite set solvers by identifying a class of constraints which can benefit from a global reasoning. Consider for example the following simple system of constraints:

\[
\begin{align*}
\{s_1, s_2, s_3\} &\in \{\{\}\ldots\{a,b,c,d\}\} \\
\#s_1 &= \#s_2 = \#s_3 = 2 \\
disjoint(\{s_1, s_2, s_3\})
\end{align*}
\]

Local bound consistency does not detect unsatisfiability. However if we consider the cardinality constraints together with the n-ary disjointness constraint one can see that there are no solutions by doing a simple pigeon hole test. This can be deduced if we consider the set of constraints globally, i.e. the disjointness constraint together with the set cardinality ones, and we check using some mathematical formulas that a solution exists. A simple satisfiability test can first be done, determining whether a set of 4 elements can be partitioned into 3 sets of 2 (in this case the test leads to a failure since \(\frac{4}{3} \neq 2\)). A more elaborate test that does not require the sets to have same cardinalities derives an upper bound on the number of possible partitions of 4 elements into 3 sets of cardinality 2, namely the Stirling number of order two, \(\frac{4!}{2!(4-2)!} = \frac{1}{3}\) [Ber71]. If it is less than 1 the problem is unsatisfiable since there is no possible partition. However if the number is greater than 1 we would know how many different partitions there are.

This form of global reasoning relies on having sets of known cardinalities. This is true in most combinatorial configuration problems, and thus covers a large class of practical problems. In this paper, we present two instances of such a global reasoning applied to the n-ary set constraints atmost\((s_1,\ldots, s_n)\) where all the sets should intersect pairwise in atmost one element, and distinct\((s_1,\ldots, s_n)\) where all the sets should differ pairwise in at least one element. Our main contribution is to improve the efficiency of set-based constraint solvers in a generic way by combining basic constraints when a global mathematical reasoning adds further restrictions to the local bound consistency inference rules. The global reasoning builds upon the addition of conditional rules, which are straightforward to model because we deal with collections of sets defined within a powerset. The modelling and cost effective use of these rules would be very cumbersome when considering alternative set modelling
approaches. In particular it is relatively difficult to reason about cardinalities of intensional sets, whereby no domains are attached to the set terms. We illustrate the strength of our approach on instances of the ternary Steiner and generic distinct problems.

2 Sets and combinatorial analysis

Combinatorial analysis deals with configurations [Ber71]. It counts and investigates the existence of configurations with certain specified properties. In our context, we view each solution of a set CSP as a configuration, where sets of objects are incrementally built from their domains and the properties are the constraints over the sets. A solution to a set based CSP is in fact a configuration within the lattice \( \mathcal{P}(S) \) or powerset of \( S \), where \( S \) is the union of all the upper bounds of the set domains. The search for configurations within \( S \) amounts to searching for a certain collection of elements of \( \mathcal{P}(S) \). In the absence of constraints/properties this number is exponential in the size of \( S \). However the more constraints there are, the more we can derive new information and reduce the number of potential configurations. A key point is that such new information can be modelled directly using symbols and terms from the algebraic structure describing the constraint domain\(^2\) of a finite set CSP.

In particular, there exist some counting functions that determine the maximum number of configurations allowed in a superset \( S \), given some shared properties. For the two \( n \)-ary constraints we present in this article, we will consider the following counting functions:

**F1.** The number of distinct subsets of size \( n \) of \( S \) (size \( m \)) is the binomial number of \( m \) with respect to \( n \):

\[
C_m^n = \frac{m!}{(m-n)! \times (n)!}
\]

**F2.** There exists a partition of \( S \) into \( k \) sets of size \( n \) if \( \frac{m}{k} = n \)

When considering the values of these functions on can then investigate how and when they can be used effectively, first to detect unsatisfiability but also to prune further irrelevant set values in an a priori manner. The counting functions presented above provide a mathematical information that is not easily deducible in logic. This information can be used successfully to perform some global reasoning if one can ensure that: (1) the functions can be computed fast, (2) the derived numbers are relatively small allowing the limit to be reached before or at the beginning of the search, (3) the formulas can be expressed easily without any need for link variables or constraints, (4) the functions can be maintained incrementally as new sets satisfy the properties at hand. The two functions we have introduced above allow us to achieve these results using set intervals. We present the new inference rules for two \( n \)-ary constraints applied to sets of known cardinality.

\(^2\)In the sense of [JLS87]
3 \textbf{atmost1}([s_1, \ldots, s_n], c)

The \textbf{atmost1} constraint states that \( n \) sets of known cardinality \( c \) should intersect pairwise in at most one element. The global reasoning is built upon the handling of a collection of sets \( S_a \) that intersect in one value \( a \), and the maximum number of sets \( s_j \) that can contain this value, denoted \( S^a \). It says basically that if each set \( s_j \) has a cardinality \( c \), and the least upperbound of \( T^a = \text{lub}(S^a) \) (union of the \( s_j \) upperbounds) contains \( \#T^a \) elements, then function \( F2 \) implies that the maximum number of sets that can contain \( a \) is \( \left\lfloor \frac{\text{lub}(S^a)}{c} \right\rfloor \). The problem can be stated as follows:

\[
\begin{align*}
\text{atmost1}([s_1, \ldots, s_n], c) \\
T = \bigcup_i \text{lub}(s_i), \quad \#T = u \\
\forall a \in T, S_a = \{ s_i \mid a \in \text{glb}(s_i) \}, S^a = \{ s_i \mid a \in \text{lub}(s_i) \} \\
T^a = \text{lub}(S^a) = \bigcup_{s_i \in S^a} \text{lub}(s_i) \quad \text{Max}^a = \left\lfloor \frac{\#T^a - 1}{c} \right\rfloor (\text{see F2}) \\
\Delta_a = T \setminus \text{glb}(S_a)
\end{align*}
\]

We defined three global conditional rules to check satisfiability and infer further pruning based on the value of \( \text{Max}^a \):

A. If the number \( \text{Max}^a \) is exceeded the constraint is unsatisfiable

\[
\text{Max}^a < \#S_a
\]

(1) \( \vdash \text{fail} \)

B. If \( \text{Max}^a \) is reached then the element \( a \) can not belong to any set outside \( S_a \)

\[
\text{Max}^a = \#S_a
\]

(1) \( \vdash \forall s_j \notin S_a, a \notin s_j \)

C. If \( \text{Max}^a \) is not yet reached and there are \( m - 1 \) elements left to be assigned, further inferences can be obtained.

\[
\text{Max}^a > \#S_a, \quad \#\Delta_a = c - 1
\]

(1) \( \vdash \forall s_j \notin S_a, \Delta_a \subseteq s_j \forall a \notin s_j \)

In Figure 1, we illustrate graphically the behavior of rules A and B using the lattice representation of partially instantiated sets specified as set intervals.

Experimental studies on the pruning power and effectiveness of this global reasoning are presented in section 5 on the ternary Steiner problem.

\textbf{Complexity.} The time complexity of applying each of the above rules is bounded by \( O(n \times u) \) since we iterate over all the sets and perform ground set operations (membership and inclusion) taking in the worst case \( u \) steps. Time complexity for computing/updating sets and cardinalities in (1) like \( T \) and \( \Delta_a \) is bounded by \( O(n \times u \times \log(u)) \) but can be reduced to \( O(\log(u)) \) if maintained incrementally\(^3\).

\(^3\)The time complexity results assume an internal representation for ground sets being an ordering list.
Figure 1: Rule B is first triggered for the value $a$ since $Max^a = \#S^a$ thus the maximum number of sets containing $a$ has been reached. The element $a$ is deleted from the upper bound of $s_4$. The new program state triggers rule A since now we have $Max^a < \#S$ which leads to failure.

4 $\text{distinct}([s_1, \ldots, s_n], c)$

The $\text{distinct}$ constraint is the complement of the $\text{atmost}$ constraint. It states that the $n$ sets of cardinality $c$ should differ pairwise in at least one element. We present two conditional rules which improve the degree of pruning over the local inference rules. The conditional rules use: (1) the binomial number referred to in $\text{F1}$, (2) the cliques of sets sharing their lower bounds.

\begin{equation}
\begin{aligned}
\text{distinct}(s_1, \ldots, s_n, c) \\
\text{glb}(s_i) = l_i \\
T = \bigcup_j \text{lub}(s_j), \quad \#T = u \\
\forall s_i, \text{clique}_i = \{s_j \mid \text{glb}(s_j) = \text{glb}(s_i)\} \\
\#\text{clique}_i = k_i \\
\mathcal{T}_{\text{clique}_i} = \bigcup_j \text{lub}(s_j), \quad \#\mathcal{T}_{\text{clique}_i} = u_i
\end{aligned}
\end{equation}

D. If the clique of sets sharing a lower bound contains more sets than it possibly can (according to the binomial number) the problem is unsatisfiable:

$$
C_{u_i-l_i} < k_i
$$

(2) $\vdash \text{fail}$

E. If the limit is reached, then for all the sets outside the given clique, they cannot contain the lower bound at hand.

$$
C_{u_i-l_i} = k_i
$$

(2) $\vdash \forall s_j \not\in \text{clique}(s_i), \text{glb}(s_i) \not\subset s_j$

---

\text{A clique of sets is a collection of sets fully connected in terms of their common lower bounds.}
Complexity. Time complexity for applying each rule is bounded by $O(n \times u)$. The time complexity for calculating/updating (2) and the $C_{i-1}^{m-1}$ is $O(n^2 \times u \times \log(u))$ which can be reduced to $O(\log(u))$ if maintained incrementally.

Figure 2 gives an illustrative example for the different inference rules.

![Diagram](image)

Figure 2: Rule E is first triggered since for the clique attached to the set $s_1$ (or $s_2$) we have $C_{4-2}^{3-2} = 2$, thus sets $s_3$ and $s_4$ which already contain $a$ cannot contain $b$ as well. The updated bounds lead to a new program state that triggers rule D for the clique attached to $s_3$ (or $s_4$) and detects failure since we have then $C_{3-1}^{3-1} = 1 \neq 2$.

5 Case studies

We illustrate the performance of the global reasoning approach on pure instances of the $n$-ary constraints. For the atmost1 constraint we use the ternary Steiner problem, whereas for the distinct constraint an empirical study of a large number of generic instances is analysed.

Constraint reasoning is closely tied up with the labelling or search strategy. There are many ways of labelling set variables since one can reason about the glb and/or the lub of the set domains. In the following studies we refine a set domain by adding to the glb an element from the lub not yet in the lower bound. Since a ground set can contain more than one element, a set domain may need to be refined more than once. We considered two simple labelling strategies for selecting the order in which the set variables are considered at each refine step:

1. Lexical: The left most set variable is selected and refined till the set is ground.
2. Smallest GLB: The left most variable with the smallest glb is selected, and one element is added to each set before attempting to add a second element.
The main reason is to investigate whether the effectiveness of the global reasoning is dependent on the labelling strategy at hand or not.

5.1 Ternary Steiner problem

A ternary Steiner system of order \(n\) is a collection of \(\frac{n(n-1)}{6}\) sets in \(\{1, 2, \ldots, n\}\) such that any two sets have at most one element in common [LR80]. Clearly this problem can be naturally modelled using the global constraint \(\text{atmost}1\) together with the set cardinality constraint.

\[
\text{atmost1}(\{s_1, \ldots, s_k\}, 3)
\]

The following tables show the results of a comparative study done with different instances of the Steiner problem \((n = 7, 9, 15)\). The following tables show the CPU time and pruning performances of the local (standard bounds consistency as in Conjunto) versus global reasoning on sets, with the different labelling strategies introduced earlier.

Note that the local reasoning applies bound consistency inference rules [Ger97] over the following constraint between any pair of set variables: \(#(s_1 \cap s_2) \leq 1\).

<table>
<thead>
<tr>
<th>(n)</th>
<th>Global</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nb. failures</td>
<td>CPU time</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>50ms</td>
</tr>
<tr>
<td>9</td>
<td>1704</td>
<td>26460ms</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>5690ms</td>
</tr>
</tbody>
</table>

The global reasoning reduces the number of failure points drastically (by about \(\frac{2}{3}\) for Steiner 9, and completely for Steiner 7 & 15). The downside is the CPU time which is increased by 10. This comes from the current implementation of the conditional rules which in this early version is not incremental. However given the complexity results we strongly believe that an incremental version will be comparable if not faster than the local solver in the above cases.

<table>
<thead>
<tr>
<th>(n)</th>
<th>Global</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nb. failures</td>
<td>CPU time</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>80ms</td>
</tr>
<tr>
<td>9</td>
<td>414891</td>
<td>4 hours</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The symbol – indicates that no results were found within a day. The second table shows that this labelling strategy makes a very poor usage of the local inference rules since the constraint \(#(s_1 \cap s_2) \leq 1\) requires one set to be ground in order to prune the other set domain. On the other hand the global conditional rules allow for an early detection of unsatisfiable states for Steiner 7 and 9 in reasonable time. It clearly illustrates how important it is to ensure global reasoning and a priori pruning in order to remain as much independent of the search strategy as possible.
5.2 Distinct

We studied pure instances of the $n$-ary distinct constraint over sets of known cardinality. Let us consider the following notations:

\[
\begin{align*}
\text{n} &: \text{Number of sets} \\
\text{T} &: \text{Initial greatest upperbound of all the sets} \\
\text{c} &: \text{Cardinality of each set}
\end{align*}
\]

Each instance is simply generated as follows:

\[
\text{problem}(n, T, c) = \text{distinct}([s_1, \ldots, s_n], c) \\
\bigcup_{s_i} lub(s_i) = T
\]

We considered the following parameter values: $n \in \{10, 20, 40, 80\}$, $\#T \in \{4, 6, 8, 10\}$ and $c \in \{3, 4, 5, 6\}$. The full table of results can be found in the appendix, where we consider all possible parameter combinations, and provide comparative results with the global versus local reasoning combined with the two labelling strategies introduced previously. An analysis of the table shows that:

1. The global reasoning allows us to detect unsatisfiability almost always before search or at its beginning (very few choice points) typically within a few milliseconds.

2. Once again the labelling strategy has little impact on the performance of the global reasoning algorithm. This is not the case for the local bound consistency approach which performs well only with a lexical strategy. Indeed, in this case pruning occurs only when sets become ground.

3. In most cases, the global inference rules allow for a significant reduction to the number of choice points and consequently failures, typically at least one order of magnitude when finding a valid configuration and several order of magnitude when dealing with unsatisfiable cases.

6 Conclusion and future work

A combinatorial problem can be modelled in different ways. The choice of the representation often seeks the best trade-off between “natural and generic formulation” and efficient solving. While set constraints offer a natural and concise representation of combinatorial configuration problems, alternative formulations are often preferred for efficiency reasons. In this article we have presented a first step towards improving set constraint solvers by introducing global constraint reasoning over set constraints.

We have introduced a set of conditional rules for a class of $n$-ary constraints. The key idea was to make powerful use of counting functions from combinatorial mathematics which apply to powersets having some given properties. To do so we modelled combinatorial configuration problems using finite sets constraints.
where sets range over set domains specified by sets intervals. Thus we benefited from a natural formulation of a mathematical problem within a powerset structure.

We have considered two main global reasoning for the $n$-ary constraints $\text{atmost}$ and $\text{distinct}$ applied to sets of known cardinality. The preliminary results show that global reasoning allows us to detect failures very early in the search and to infer in a cost effective manner more pruning than local consistency. The global reasoning also proved to be reasonably independent from the search strategy, unlike local consistency.

Clearly more work is needed both from a theoretical and practical point of view. More global filtering rules can be added to improve the level of consistency reached. However, this would increase the time and space complexity of the overall global reasoning. We still have to prove the level of consistency reached by the conditional rules.

With respect to the implementation, the time complexity would benefit tremendously from an incremental version of the conditional rules where one can access and modify the different sets and cardinalities in constant time. Furthermore, the inference rules presented here assume a common and known cardinality for all the sets in the $n$-ary constraint. The rules could be generalised to allow for different cardinalities.

Note that combinatorial design problem are symmetry problems by definition. We haven’t used any symmetry breaking strategy (e.g. [GS00]) and still the global reasoning approach allowed us to reach solutions in reasonable time. However the overall efficiency would definitely benefit from symmetry breaking strategies applied to set based CSPs.
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### Table 1: The numbers recorded for each test are the number of failures with the time taken to terminate (in milliseconds) (+ indicates a solution was found, - indicates one was not). The global reasoning results are in grey. An absence of time indicates that the timeout was reached.

<table>
<thead>
<tr>
<th>Labelling strategy</th>
<th>Num Elements</th>
<th>Num Sets of cardinality</th>
<th>Time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>lexical</td>
<td>196 ± 30ms</td>
<td>196 ± 22ms</td>
<td>196 ± 50m</td>
</tr>
<tr>
<td></td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
<td>30 ± 59m</td>
</tr>
<tr>
<td></td>
<td>45 ± 25ms</td>
<td>190 ± 16ms</td>
<td>65 ± 85m</td>
</tr>
<tr>
<td></td>
<td>45 ± 31ms</td>
<td>190 ± 15ms</td>
<td>70 ± 83m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>180 ± 50ms</td>
<td>174 ± 55m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.10 ± 80.00 +</td>
<td>337 ± 340.00 +</td>
</tr>
<tr>
<td>smallest GLB</td>
<td>196 ± 22ms</td>
<td>196 ± 12ms</td>
<td>196 ± 42ms</td>
</tr>
<tr>
<td></td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
<td>30 ± 49ms</td>
</tr>
<tr>
<td></td>
<td>45 ± 25ms</td>
<td>190 ± 16ms</td>
<td>65 ± 84m</td>
</tr>
<tr>
<td></td>
<td>45 ± 31ms</td>
<td>190 ± 15ms</td>
<td>70 ± 80m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>180 ± 50ms</td>
<td>174 ± 54m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.10 ± 80.00 +</td>
<td>337 ± 340.00 +</td>
</tr>
</tbody>
</table>

**Labelling strategy lexical**

<table>
<thead>
<tr>
<th>Num Elements</th>
<th>Num Sets of cardinality</th>
<th>Time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1 ± 2ms</td>
<td>1 ± 10ms</td>
</tr>
<tr>
<td>6</td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
</tr>
<tr>
<td>8</td>
<td>45 ± 15ms</td>
<td>190 ± 16ms</td>
</tr>
<tr>
<td>10</td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
</tr>
</tbody>
</table>

**Labelling strategy smallest GLB**

<table>
<thead>
<tr>
<th>Num Elements</th>
<th>Num Sets of cardinality</th>
<th>Time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1 ± 2ms</td>
<td>1 ± 10ms</td>
</tr>
<tr>
<td>6</td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
</tr>
<tr>
<td>8</td>
<td>45 ± 15ms</td>
<td>190 ± 16ms</td>
</tr>
<tr>
<td>10</td>
<td>45 ± 15ms</td>
<td>190 ± 15ms</td>
</tr>
</tbody>
</table>

---

**Table legend:**

- **Num Elements**
- **Num Sets of cardinality**
- **Time (in ms)**