Enhancing One-class Support Vector Machines for Unsupervised Anomaly Detection
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ABSTRACT
Support Vector Machines (SVMs) have been one of the most successful machine learning techniques for the past decade. For anomaly detection, also a semi-supervised variant, the one-class SVM, exists. Here, only normal data is required for training before anomalies can be detected. In theory, the one-class SVM could also be used in an unsupervised anomaly detection setup, where no prior training is conducted. Unfortunately, it turns out that a one-class SVM is sensitive to outliers in the data. In this work, we apply two modifications in order to make one-class SVMs more suitable for unsupervised anomaly detection: Robust one-class SVMs and eta one-class SVMs. The key idea of both modifications is, that outliers should contribute less to the decision boundary as normal instances. Experiments performed on datasets from UCI machine learning repository show that our modifications are very promising: Comparing with other standard unsupervised anomaly detection algorithms, the enhanced one-class SVMs are superior on two out of four datasets. In particular, the proposed eta one-class SVM has shown the most promising results.
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1. INTRODUCTION
Anomalies or outliers are instances in a dataset, which deviate from the majority of the data. Anomaly detection is the task of successfully identifying those records within a given dataset. Applications that utilize anomaly detection include intrusion detection [22], medical diagnosis [17], fraud detection [29] and surveillance [3].

In the anomaly detection domain, three different learning setups based on the availability of labels exist [7]: Similar to standard classification tasks, a supervised learning approach can be used to detect anomalies. In this case, a training dataset containing normal and outlying instances, which is used to learn a model. The learned model is then applied on the test dataset in order to classify unlabeled records into normal and anomalous records. The second learning approach is semi-supervised, where the algorithm models the normal records only. Records that do not comply with this model are labeled as outliers in the testing phase. The last learning setup is unsupervised. Here, the data does not contain any labeling information and no separation into a training and testing phase is given. Unsupervised learning algorithms assume that only a small fraction of the data is outlying and that the outliers exhibit a significantly different behavior than the normal records.

In many practical application domains, the unsupervised learning approach is particularly suited when no labeling information is available. Moreover, in some applications the nature of the anomalous records is constantly changing, thus obtaining a training dataset that accurately describe outliers is almost impossible. On the other hand, unsupervised anomaly detection is the most difficult setup since there is no decision boundary to learn and the decision is only based on intrinsic information of the dataset.

Unsupervised anomaly detection algorithms can be categorized according to their basic underlying methodology [7]. The most popular and also often best performing category for unsupervised learning are nearest-neighbor based methods. The strength of those algorithms stem from the fact that they are inherently unsupervised and have an intuitive criteria for detecting outliers. Their limitations include the quadratic computational complexity and a possible incorrectness when handling high dimensional data.

Support Vector Machines are today a very popular machine learning technique that can be used in a variety of applications. This includes for example handwritten digit recognition, object recognition, speaker identification, text categorization [6] and also anomaly detection. In those applications, SVMs perform at least as good as other methods in terms of the generalization error [6]. SVMs take the capacity of the model into account, which is the flexibility of the learned model to represent any training dataset with a minimal error. This makes SVMs a Structure Risk Minimization (SRM) procedure which is a stimulating alternative to the traditional Empirical Risk Minimization (ERM) procedures.
There are many factors that contributed to the high popularity of SVMs today. First of all, its theory is heavily investigated and it comes with a convex optimization objective ensuring that the global optimum will be reached. Moreover, its solution is sparse making it really efficient in comparison to other kernel-based approaches [4]. Finally, some kernels even allow SVMs to be considered as a dimensionality reduction technique [32]. Thus it is argued that some kernels even allow SVMs to be considered as a dimensionality reduction technique. This is due to the fact that outliers can influence the decision boundary significantly.

This is the bias term. Then, Equation 2 shows the decision function as defined by the kernel to separate the majority of the data from the origin. Only a small fraction of data points are allowed to lie on the other side of the decision boundary: Those data points are considered as outliers.

The Gaussian kernel in particular guarantees the existence of such a decision boundary. By observing that all the kernel entries are non-negative, it can be concluded that the data in the kernel space lies in the same quadrant. This makes the Gaussian kernel well suited to deal with any arbitrary dataset. Let the function $g(x)$ be defined as follows:

$$g(x) = w^T \phi(x) - \rho$$

where $w$ is the vector perpendicular to the decision boundary and $\rho$ is the bias term. Then, Equation 2 shows the decision function that one-class SVMs use in order to identify normal points. The function returns a positive value for normal
points, negative otherwise:
\[ f(x) = \text{sgn}(g(x)). \]  

(2)

One-class SVMs are traditionally used in a semi-supervised setting. The output of the algorithm is a binary label specifying whether the point is normal or not.

### 3.2 Objective

Equation 3 shows the primary objective of one-class SVMs:
\[
\min_{w, \xi, \rho} \frac{||w||^2}{2} - \rho + \frac{1}{\nu n} \sum_{i=1}^{n} \xi_i \\
\text{subject to: } w^T \phi(x_i) \geq \rho - \xi_i, \ \xi_i \geq 0,
\]

(3)

where \( \xi_i \) is the slack variable for point \( i \) that allows it to lie on the other side of the decision boundary, \( n \) is the size of the training dataset and \( \nu \) is the regularization parameter.

The deduction from the theoretical to the mathematical objective can be stated by the distance to the decision boundary. The decision boundary is defined as:
\[ g(x) = 0. \]

(4)

In this context, the distance of any arbitrary data point to the decision boundary can be computed as:
\[ d(x) = \frac{|g(x)|}{||w||}. \]

(5)

Thus, the distance that the algorithm attempts to maximize can be obtained by plugging the origin into the equation yielding \( \frac{||w||^2}{2} - \rho \). This can also be stated as the minimization of \( \frac{||w||^2}{2} - \rho \).

The second part of the primary objective is the minimization of the slack variables \( \xi_i \) for all points. \( \nu \) is the regularization parameter and it represents an upper bound on the fraction of outliers and a lower bound on the number of support vectors. Varying \( \nu \) controls the trade-off between \( \xi \) and \( \rho \).

To this end, the primary objective is transformed into a dual objective, shown in Equation 6. The transformation allows SVMs to utilize the kernel trick as well as to reduce the number of variables to one vector. It basically yields a Quadratic Programming (QP) optimization objective.
\[
\min_{\alpha} \frac{\alpha^T Q \alpha}{2} \\
\text{subject to: } 0 \leq \alpha_i \leq \frac{1}{\nu n}, \sum_{i=1}^{n} \alpha_i = 1,
\]

(6)

where \( Q \) is the kernel matrix and \( \alpha \) are the Lagrange multipliers.

### 3.3 Outlier Score

A continuous outlier score reveals more information than a simple binary label such as the output of Equation 2. Similar to [1], our goal is to compute an anomaly score such that a larger score corresponds to significantly outlying points.

In Equation 7, we propose a possible way to compute such a score. Here, \( g_{\text{max}} \) is the maximum directed distance between the dataset points and the decision boundary. The score is scaled by that distance such that the points that are lying on the decision boundary would have an outlier score of 1.0 similar to [5]. A score larger than 1.0 indicates that the point is a potential outlier.
\[ f(x) = \frac{g_{\text{max}} - g(x)}{g_{\text{max}}} \]

(7)

### 3.4 Influence of Outliers

![Figure 1: A 2 dimensional example of the decision boundary in the kernel space learned by a one-class SVM.](image)

Figure 1 shows an example of a resulting decision boundary in the presence of outliers in the dataset. The decision boundary is shifted towards the outlying black points and they are additionally the support vectors in this example. Thus the outliers are the main contributors to the shape of the decision boundary. Whilst the shifting of the decision boundary might not have a great influence on the overall rank of the points when using Equation 7, the shape of the decision boundary will. To overcome this problem, in the following section two methods are proposed in order to make the decision boundary less dependent on these outliers.

### 4. ENHANCING ONE-CLASS SVMs

In this section two approaches are proposed to tackle the challenge that outliers do significantly contribute to the decision boundary. Both approaches are inspired from work done in order to make traditional supervised SVMs more robust against noise in the training dataset. They have the additional advantage of maintaining the sparsity of the SVM solution.

#### 4.1 Robust One-class SVMs

##### 4.1.1 Motivation

The approach is based on Song et al. [26], where the authors attempted to make the supervised SVM more robust in case of existing outliers in the training data. The key idea is the minimization of the of the Mean Square Error (MSE) for tackling outliers using the center of class as an averaged information. The conducted experiments showed that the generalization performance improved and the number of support vector decreased compared to the traditional SVM.
The main modification of robust one-class SVMs is with respect to the slack variables. As illustrated in Figure 1, a non-zero slack variable \( \xi_i \) allows a point \( x_i \) to lie on the other side of the decision boundary. In the case of robust one-class SVMs, the slack variables are proportional to the distance to the centroid. This allows points that are distant from the center to have a large slack variable. Since the slack variables are fixed, they are dropped from the minimization objective. On the one hand, this causes the decision boundary to be shifted towards the normal points. On the other hand, it loses part of the interpretability of the results as there is no restriction on the number of points that can appear on the other side of the decision boundary. Theoretically, all the points can be labeled as outliers are no longer support vectors.

Figure 2: Modifying the slack variables for robust one-class SVMs. Each slack variable is proportional to the distance to the centroid. Dropping the minimization of the slack variables from the objective function causes the decision boundary to be shifted towards the normal points.

Figure 2 illustrates how the slack variables are modified. Points that are further away from the center of the data are allowed to have a larger slack variable. Then, the decision boundary is shifted towards the normal points and the outliers are no longer support vectors.

### 4.1.2 Objective

The objective of the proposed robust one-class SVMs is stated in Equation 8. Here, the slack variables are dropped from the minimization objective. They only appear in the constraints as \( \hat{D}_i \), whereas \( \lambda \) is the regularization parameter.

\[
\min w, \rho \quad \frac{\|w\|^2}{2} - \rho \tag{8}
\]

subject to \( w^T \phi(x_i) \geq \rho - \lambda \cdot \hat{D}_i \)

The slack variable \( D_i \) is computed using Equation 9. It represents the distance to the centroid in the kernel space. Since the transformation function is implicitly defined by the kernel \( Q \), Equation 9 can not directly be used. Thus, an approximation that was introduced by Hu et al [13] is computed instead. This approximation is summarized in Equation 10. Here, the expression \( \frac{1}{n} \sum_{i=1}^{n} \phi(x_i) \) is a constant and hence it can be dropped. The normalized distance \( \hat{D}_i \) appears in the optimization Objective 8.

\[
D_i = \|\phi(x_i) - \frac{1}{n} \sum_{i=1}^{n} \phi(x_i)\|^2 \tag{9}
\]

\[
\hat{D}_i = \frac{D_i}{D_{max}}
\]

\[
D_i = \|\phi(x_i) - \frac{1}{n} \sum_{i=1}^{n} \phi(x_i)\|^2 = Q(x_i, x_i) - \frac{2}{n} \sum_{j=1}^{n} Q(x_i, x_j) - \frac{1}{n} \sum_{i=1}^{n} \phi(x_i) \frac{1}{n} \sum_{i=1}^{n} \phi(x_i) \approx Q(x_i, x_i) - \frac{2}{n} \sum_{j=1}^{n} Q(x_i, x_j) \tag{10}
\]

The dual objective of the robust one-class SVM can be summarized as follows:

\[
\min_{\alpha} \alpha^T Q \alpha + \lambda D^T \alpha \tag{11}
\]

subject to \( 0 \leq \alpha \leq 1, e^T \alpha = 1 \)

It can be seen that it is only a minor modification to the dual objective of the one-class SVM objective in Equation 6 and hence it can be incorporated easily in the original solver.

### 4.2 Eta One-class SVMs

#### 4.2.1 Motivation

In contrast to robust one-class SVMs, this approach uses an explicit outlier suppression mechanism. The methodology for supervised SVMs was first proposed by Xu et al [33].

This suppression mechanism is achieved by introducing a variable \( \eta \), which represents an estimate that a point is normal. Thus an outlying point would ideally have \( \eta = 0 \). This variable controls the portion of the slack variables that is going to contribute to the minimization objective.

Figure 3: The idea of the eta one-class SVM: Outliers have small values for \( \eta \) and do thus not contribute to the decision boundary.

Figure 3 shows how the introduction of \( \eta \) affects the decision boundary. The outlying points would be assigned \( \eta = 0 \) thus they would not be considered whilst learning the decision boundary. Here, the decision boundary would be influenced only by the normal points.
4.2.2 Objective

Equation 12 shows the objective of the eta one-class SVM. Outlying points would have \( \eta \) set to 0 and hence they would not be contributing to the optimization objective. The disadvantage of introducing \( \eta \) is that the objective loses part of its intuitive interpretation: Minimizing the slack variable is equivalent to minimizing the number of outliers. A variable \( \beta \) is introduced in order to cope with this challenge. It controls the maximum number of points that are allowed to be outlying:

\[
\min_{w, \rho} \min_{\eta_i \in (0,1)} \frac{||w||^2}{2} - \rho + \sum_{i=1}^{n} \eta_i \max(0, \rho - w^T \phi(x_i)),
\]
subject to \( e^T \eta \geq \beta n \).

(12)

The objective is composed of two parts: A convex quadratic problem in \( w \) for a fixed \( \eta \), and a linear problem in \( \eta \) for a fixed \( w \). However, the objective is not jointly convex. This means that minimizing each part alternatively is not guaranteed to yield a global minimum. The above formulation will be relaxed similar to what was proposed in the original work [33] into a semi-definite problem. Then, it will be relaxed into an iterative formulation due to the limited practicability of semi-definite programs. The iterative relaxation is achieved using concave duality similar to what was used by Zhou et al. [36].

Semi-Definite Programming Problem

The non-convex optimization objective of Equation 12 can be relaxed by relaxing the constraints on \( \eta \). For a fixed \( \eta \), introducing Lagrange multipliers would yield the following dual objective:

\[
\min_{0 \leq \eta \leq 1, M = \eta \eta^T} \max_{0 \leq \alpha \leq 1} \frac{\alpha^T Q \cdot M \alpha}{2},
\]
subject to \( e^T \eta \geq \beta n \), \( \alpha^T \eta = 1 \), \( 0 \leq \alpha \leq 1 \).

(13)

The formulation in Equation 13 is convex in both, \( \eta \) and \( \alpha \). The final obstacle is the constraint on matrix \( M \) as it is a non-convex quadratic constraint. The constraint can be approximated to \( M \geq \eta \eta^T \) yielding a convex optimization objective:

\[
\min_{0 \leq \eta \leq 1} \min_{M \geq \eta \eta^T} \max_{0 \leq \alpha \leq 1} \frac{\alpha^T Q \cdot M \alpha}{2}
\]

(14)

Objective 14 is equivalent to solving the following semidefinite programming (SDP) problem:

\[
\min_{\eta, \delta, \gamma, \sigma, M, \delta} \text{subject to } e^T \eta \geq \beta n, 0 \leq \eta \leq 1, \gamma \geq 0, \sigma \geq 0,
\]

\[
M \geq \eta \eta^T,
\]

\[
\begin{bmatrix} 2 S_{\delta} & (\gamma - \sigma) \eta^T \\ (\gamma - \sigma) \eta \sigma Q \cdot M \end{bmatrix} \geq 0,
\]

\[
\begin{bmatrix} 1 \\ (\gamma - \sigma) \eta \end{bmatrix} = 0.
\]

(15)

Iterative Relaxation

The SDP solution is expensive to compute and hence an alternative approach was proposed by Zhou et al. [36]. It uses a concave duality in order to relax Equation 12 into a multi-stage iterative problem. A discussion of why the procedure yields a good approximation is given by Zhang [35]. The relaxation yields an objective that has a convex and a concave part, which makes the iterative approach a generalization of a concave convex procedure (OCCC) [34] that is guaranteed to converge.

Let the non-convex regularization in Equation 12 correspond to \( g(h(w)) \), where \( h(w) = \max(0, \rho - w^T \phi(x)) \) and \( g(u) = \inf_{w \in \mathbb{R}} [\eta^T u] \), using concave duality, the objective can be reformulated into

\[
\min_{w, \rho, \eta} E_{\text{exx}} + E_{\text{cave}}
\]

\[
E_{\text{exx}} = \frac{||w||^2}{2} - \rho + \eta^T h(w), \quad E_{\text{cave}} = g^*(\eta),
\]

(16)

where \( g^* \) is the concave dual of \( g \).

Equation 16 can be solved by iteratively minimizing \( E_{\text{exx}} \) and \( E_{\text{cave}} \). Initially \( \eta \) is set to a vector of ones. Then the following steps are done until convergence:

1. For a fixed \( \eta \), minimize \( E_{\text{exx}} \) which corresponds to the following dual objective:

\[
\text{min}_{\alpha} \frac{\alpha^T Q \cdot N \alpha}{2},
\]

where \( N = \eta \eta^T \), subject to \( \alpha^T \eta = 1 \), \( 0 \leq \alpha \leq 1 \).

2. For fixed \( w \) and \( \rho \), the minimum of \( E_{\text{cave}} \) is at:

\[
u_i = \max(0, \rho - w^T \phi(x_i)),
\]

\[
\eta_i = I(\beta n - s(i))
\]

where \( s(i) \) is the order of function over \( u \) arranged in ascending order and \( I \) is the indicator function.

5. EXPERIMENTS

In this section, all the proposed one-class SVM based algorithms are compared against standard nearest-neighbor, clustering and statistical based unsupervised anomaly detection algorithms. The experiments were conducted using RapidMiner [19], where all of the algorithms are implemented in the Anomaly Detection extension\(^1\). The SVM based algorithms are all using the Gaussian kernel, the spread of the kernel was tuned similar to what is proposed by Evangelista et al. [8]. For the Gaussian Kernel, it is desirable to attain diverse kernel entries as it is a measure of similarity between data points. Evangelista et al. achieved this by maximizing the ratio of the standard deviation of the non-diagonal entries of the kernel matrix to its mean. The maximization objective is solved using gradient ascent.

The area under the ROC curve (AUC) is used as a performance measure, where the curve is created by varying the outlier threshold. It basically measures the quality of the ranking of outliers among normal records. The results of the AUC of running the different algorithms are included in Table 4. Figure 4 shows exemplary ROC curves of the algorithms for two different datasets. In each subfigure, the three SVM based algorithms are compared against the best performing algorithm from each of the other categories. Another important comparison is between the standard semi-supervised one-class SVM and the proposed improvements of this work: the robust one-class SVM and eta one-class SVM. In addition to the performance measured by the

\(^1\)Available at http://code.google.com/p/rapidminer-anomalydetection/
AUC, also the number of support vectors is an important factor to consider as it directly affects the computation time of the SVM based algorithms. The number of support vectors are shown in Table 2. The average CPU execution time of the algorithms over 10 runs is shown in Table 3.

5.1 Datasets

Datasets from the UCI machine learning repository [9] are used for the evaluation of the anomaly detection algorithms. Most of the datasets of UCI repository are traditionally dedicated for classification tasks. Hence they have to be preprocessed in order to serve for the evaluation of unsupervised anomaly detection algorithms. This is typically performed by picking a meaningful outlying class and sampling the outliers to a small fraction [1]. Table 1 summarizes the characteristics of the preprocessed datasets.

The preprocessing was also performed using RapidMiner. For ionosphere, shuttle and satellite, stratified sampling was used to reduce the number of outliers (for reproducibility, the pseudo random generator seed was set to 1992). The preprocessing of the breast-cancer dataset was identical to the one proposed in [15].

5.2 Results

The results of the shuttle dataset are shown in Figure 4(a). Here, the eta one-class SVM is superior to all the other algorithms. The statistical based algorithm Histogram outperforms the nearest-neighbor and clustering based algorithms. It also outperforms the robust one-class SVM. Surprisingly, the standard one-class SVM outperforms the robust one-class SVM for the shuttle dataset. However, robust one-class produces a much sparser solution with only 5 support vectors dropping the CPU execution by two thirds. Figure 4(b) illustrates the results of the satellite dataset. Here, the SVM based algorithms performed worst among all existing categories. The performance of the algorithms is comparable at the first portion of the dataset. Which means that they perform equally well in predicting the top outliers.

Table 4 summarizes the results in terms of AUC for all algorithms on all four datasets. It can be seen that all SVM based algorithms perform generally well on all datasets. For ionosphere and shuttle, the eta one-class SVM is even superior. For the breast-cancer dataset, SVM based algorithms score on average. For the satellite dataset, where also many support vectors have been found, results are below the average.

6. DISCUSSION AND CONCLUSION

The experiments showed that the proposed SVM based algorithms are well suited for the unsupervised anomaly detection problem. In two out of four datasets, SVM based algorithms are even superior. They constantly outperform all clustering based algorithms. In general, they perform at least average on unsupervised anomaly detection problems.

For the satellite dataset, the performance of the SVM based algorithms is slightly below the average. The main reason why this is a challenging dataset for SVM based algorithms is not known exactly, but we can observe that in this case the number of support vectors is comparably high.

When comparing the SVM based algorithms with each other, the eta one-class SVM seems to be the most promising one. On average, it produces a sparse solution and it also performs best in terms of AUC. In general, the robust one-class SVM produces a sparser solution than the standard one-class SVM, but in term of performance, there is no significant improvement. In terms of time efficiency, for larger datasets the enhanced algorithms are more efficient due to the sparsity property.

When looking at computational effort, SVM based algorithms have in general less than a quadratic time complexity due to the sparsity property. However, the parameter tuning for the Gaussian kernel similar to [8] pushes the complexity back to quadratic time.

Additionally, we introduced a method for calculating an outlier score based on the distance to the decision boundary. In contrast to the binary label assigned by standard one-class SVMs, it allows to rank the outliers, which is often essential in an unsupervised anomaly detection setup. The score also has a reference point, which means that scores in the range of [0,1] can be considered to be normal.

In conclusion, SVM based algorithms have shown that they can perform reasonably well for unsupervised anomaly detection. Especially the eta one-class SVM is a suitable candidate for investigation when applying unsupervised anomaly detection in practice.
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Table 1: Datasets used for evaluation. The preprocessing selects particular classes as outliers and samples it down to a small fraction in order to meet the requirements for unsupervised anomaly detection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original Size</th>
<th>Attributes</th>
<th>Outlier class(es)</th>
<th>Resulting dataset size</th>
<th>Sampled outliers percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>ionosphere</td>
<td>351</td>
<td>26</td>
<td>b</td>
<td>233</td>
<td>3.4%</td>
</tr>
<tr>
<td>shuttle</td>
<td>58000</td>
<td>9</td>
<td>2, 3, 5 and 6</td>
<td>46464</td>
<td>1.89%</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>549</td>
<td>30</td>
<td>M</td>
<td>367</td>
<td>2.72%</td>
</tr>
<tr>
<td>satellite</td>
<td>6435</td>
<td>36</td>
<td>2.4 and 5</td>
<td>4486</td>
<td>1.94%</td>
</tr>
</tbody>
</table>

Table 3: CPU execution time of SVM based algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ionosphere [ms]</th>
<th>shuttle [s]</th>
<th>breast-cancer [ms]</th>
<th>satellite [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-class</td>
<td>21.55 ± 0.26</td>
<td>747.13 ± 10.94</td>
<td>48.72 ± 1.01</td>
<td>14.02 ± 2.00</td>
</tr>
<tr>
<td>Robust one-class</td>
<td>33.82 ± 0.26</td>
<td>218.93 ± 3.17</td>
<td>57.27 ± 2.29</td>
<td>8.60 ± 0.06</td>
</tr>
<tr>
<td>Eta one-class</td>
<td>27.48 ± 0.25</td>
<td>4.07 ± 0.14</td>
<td>82.46 ± 0.42</td>
<td>12.35 ± 0.95</td>
</tr>
</tbody>
</table>

Table 4: Comparing the AUC of SVM based algorithms against other anomaly detection algorithms

<table>
<thead>
<tr>
<th>Dataset</th>
<th>One-class</th>
<th>Robust one-class</th>
<th>Eta one-class</th>
<th>k-NN</th>
<th>COF</th>
<th>INFLO</th>
<th>LoOP</th>
<th>Histogram</th>
<th>CBLOF</th>
<th>w-CBLOF</th>
<th>LDCOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ionosphere</td>
<td>0.9878</td>
<td>0.9956</td>
<td>0.9972</td>
<td>0.9933</td>
<td>0.9185</td>
<td>0.9406</td>
<td>0.9406</td>
<td>0.921</td>
<td>0.7489</td>
<td>0.3183</td>
<td>0.9822</td>
</tr>
<tr>
<td>shuttle</td>
<td>0.9936</td>
<td>0.9597</td>
<td>0.9941</td>
<td>0.9208</td>
<td>0.6072</td>
<td>0.5612</td>
<td>0.5303</td>
<td>0.5655</td>
<td>0.9889</td>
<td>0.8700</td>
<td>0.8739</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>0.9843</td>
<td>0.9734</td>
<td>0.9838</td>
<td>0.9826</td>
<td>0.9916</td>
<td>0.9888</td>
<td>0.9922</td>
<td>0.9882</td>
<td>0.9829</td>
<td>0.8389</td>
<td>0.9743</td>
</tr>
<tr>
<td>satellite</td>
<td>0.8602</td>
<td>0.8861</td>
<td>0.8544</td>
<td>0.9003</td>
<td>0.8964</td>
<td>0.8708</td>
<td>0.8592</td>
<td>0.8664</td>
<td>0.8862</td>
<td>0.4105</td>
<td>0.9002</td>
</tr>
</tbody>
</table>

Figure 4: ROC curves for SVM based algorithms and existing approaches. For the latter, the best performing algorithms of the categories nearest-neighbor, statistical and clustering based are plotted.
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